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Abstract---Researchers across various fields are increasingly focused 

on the influence of social media networks. In finance and economics, 
particular attention has been given to the relationship between social 

media sentiments and stock market returns. This study introduces a 

robust, high-performance deep learning prediction model, by combining 
long short-term memory (LSTM) networks with densely connected 

neural networks (DCNN), to forecast Nifty50 index movements. Notably, 

this approach integrates data from multiple social media platforms 
(Twitter, StockTwits, Facebook, and YouTube) for sentiment analysis, 

combined with market position data—a novel application in this 

context. Extensive tuning of the model's hyperparameters achieved an 
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accuracy of over 98%, demonstrating the effectiveness of combining 

social media sentiments with Nifty50 market positions. The resulting 

model exhibits strong reliability and robustness in forecasting index 
returns, making it a valuable tool for market forecasting. 

 

Keywords---Social media, sentiment analysis, deep learning, stock 
returns, prediction model. 

 

 
1. Introduction 

 

Over the past few years, social media has evolved into an important platform for 
organizations and individuals to derive meaningful insights from the data available 

in the form of posts, texts, messages, and comments on social media channels. It 

also helps the stock market investors to stay up to date about the currents financial 

trends and allow then to take well informed decisions. Therefore, provide a as a 
valuable tool for estimating market sentiments (Sul et al., 2017). Furthermore, 

investors use multiple social media sites like Facebook, YouTube and Stocktwits to 

gain knowledge about the investment strategies for long- and short-term returns 
(Sun et al., 2014). Development in the domain of text-mining and sentiment 

analysis influence observations and opinions from social media. To develop new 

investment strategies, stock market experts use the enormous volume of 
unstructured data to categorize sentiments as either positive, negative, or neutral 

(Malthouse et al., 2013). Modern innovation in the use of social media sentiment 

for stock market prediction demonstrated significant potential. Research 

undertaken by fekrazad et al. examined more than 2 million tweets about twenty-
five businesses in the S& P100, find out bidirectional relationship between stock 

performance and social media sentiments (Fekrazad et al., 2022). 

 
Mokhtari et al. examine the impact of Twitter mood on stock market movements. 

their analysis of the top 5 S&P 500 equities exposed a strong correlation between 

stock price and Twitter mood call attention to social media impacts on market 

dynamics (Mokhtari et al., 2023). Additionally, Jin presented graph CNN a graph 
based deep learning model that forecast indexes like as the S&P 500, NASDAQ, 

DJI, NYSE and RUSSELL by combined numerous data sources (Jin, 2024). The 

model highlights the improvements ranging from 4% to 15% compared to standard 
technique, emphasize the strength of using deep learning approach for stock 

market prediction.  

 
In past studies, many investors usually waited before the end of the trading day  to 

anlayze the candle stick of the stock market price  of the firms they invested in, this 

allowed then to develop tactics strategies for future transactions (Gong and Sun, 
2009). various techniques and methods have been used to predict the movement of 

stock market (Kim and Han, 2000; Hagenau et al., 2013). 

 

Conventional strategic frameworks such as auto-regression moving average, 
generalized autoregressive conditional heteroskedasticity, and linear regression 

have been abundantly used for financial time series forecasting because of their 

high generalization ability. The feature engineering module plays a vital role in the 
prediction process (Ding et al., 2015). 
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In another study, features were extracted from fact-based market data by using 

technical analysis. The expansion of features was based on assumption that past 
movements would have an impact on future price movements. technical analysis-

based models depend on certain market conclusions and the significance of these 

conclusion was an important determinant of the model accuracy (shynkevich et al., 
2017). Currently, there is huge amount of information about stock market is 

available, and investors needs to quickly understand it to make better investment 

strategies. Stock prices keep changing and this makes things more complex due to 
which a strong robust model is required to analyze and gather the data in a more 

meaningful way (Dang & Duong, 2016). Predicting stock market trends has become 

increasingly challenging due to noisy and uncertain data, making it harder to 

identify profitable investment opportunities. To address this, machine learning 
algorithms such as random forest, k-nearest neighbors, logistic regression, and 

naïve Bayes are used to find patterns between stock indicators and future prices. 

These methods are easier to interpret, require fewer assumptions, and provide 
stronger learning capabilities compared to traditional statistical techniques (Patel 

et al., 2015; Sen and Datta, 2021). 

 
Predictive modeling techniques, such as machine learning and deep learning, are 

highly effective in identifying important patterns within large datasets from various 

sources. Researchers use these methods to study different viewpoints in areas like 
business (Xiong et al., 2015) and politics (Pan et al., 2017). In the stock market, 

machine learning is commonly used to find relationships between different types of 

data and predict market movements. 

 
They analyze factors like historical prices (Long et al., 2019), technical indicators 

(Patel et al., 2015), and social media activity (Nguyen et al., 2015; Galvez and 

Gravano, 2017). This study aims to develop an accurate and reliable deep learning 
model to predict NIFTY50 index movements by incorporating social media 

sentiment from multiple sources along with market data. Information was gathered 

from platforms such as Twitter, Facebook, YouTube, and StockTwits using web 
scraping tools. The collected data was then cleaned and processed to determine 

sentiment—classified as positive, negative, or neutral—based on subjectivity and 

polarity scores. 
 

A total of 20,930 samples were collected for training and testing. The proposed 

model is built using long short-term memory (LSTM) networks and densely 

connected neural networks (DCNNs). Through careful selection of model 
hyperparameters, it achieved an accuracy of over 98%. Other performance metrics, 

including precision, recall, F1-score, ROC, and AUC scores, further validated the 

model’s reliability in predicting NIFTY50 returns. 
 

2. Literature Review 

 
2.1 Social media sentiments for stock returns 

 

Social media platforms have become essential for networking and content sharing. 
Predicting stock prices accurately is crucial for business planning, but building a 

reliable prediction model remains difficult (Garg & Tiwari, 2021). 
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This study used a logistic regression model to analyze differences in social media 

engagement between technical and non-technical investors. It also examined how 

this activity impacted market risk, measured by the VIX index. The findings showed 
that social media interactions affect stock market movements, with the impact 

varying based on the investor type. Data for the study was collected from 

StockTwits.com (López-Cabarcos et al., 2017). 
 

According to research conducted by Sul, tweet sentiments about a particular 

company from individuals with fewer than one hundred seventy-one followers had 
a substantial impact on the stock's returns in the next 10 and next 20 days. 

Interestingly, sentiment in tweets that were neither retweeted nor had more than 

171 followers exerted the most significant influence on future stock gains (Sul et 

al., 2017). Renault examined the relationship between intraday stock returns and 
online investor sentiments using a vast dataset of approximately sixty million 

messages sent by online investors over five years, from January 2012 to December 

2016. The study aggregated individual StockTwits messages at 30-minute interval 
to create five different intraday investor sentiment indices (Renault, 2017). Liu 

explored whether earnings announcements were positive or negative, noting that 

social media attention remained consistently high. This observation was made 
using the residual methodology for the attention proxy on Twitter data (Liu et al., 
2019). Another study analyses S&P 100 companies using computational linguistics 

to analyse daily stock-related messages. It discover correlations between tweet 

sentiment, stock returns, message and trading volume, and disagreement and 
volatility (Sprenger et al., 2014). Analysing social media provides a unique 

opportunity to uncover valuable insights into social structure characteristics 

(Kennedy et al., 2020). It enables both qualitative and quantitative patterns of 
human behaviour and interaction. Moreover, at times, it empowers us to predict 

forthcoming human-related events, thus underscoring the profound impact and 

potential of social media in shaping our understanding of society and enhancing 
our ability to anticipate future developments. 

 

2.2 Machine learning model for stock market returns 

 
Coyne's research examined stock price prediction using three different machine 

learning models, utilizing data from StockTwits. The study introduced a model that 

analyzed social media sentiment to forecast stock prices (Coyne et al., 2018). 
Similarly, in 2023, Thara and Sidharth conducted a study on sentiment 

classification. They compared different classification techniques and found that 

SVM, polynomial, and RBF algorithms delivered the best performance (Salsabila et 
al., 2023). 

 

Jain and Dandannavar applied machine learning to analyze sentiment in Twitter 
data. Their study followed a step-by-step process, starting with data collection and 

NLP techniques to clean and refine tweets. After identifying key sentiment-related 

features, they used classifiers like Naive Bayes, SVM, and decision trees to develop 

a predictive model (Dandannavar, 2016). 
 

Malla Reddy developed a framework to analyze tweets related to the Bombay Stock 

Exchange (BSE) index using sentiment analysis. The study included text-
processing steps such as removing punctuation and stop-words, followed by 
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tokenization. Sentiment classification was carried out using a combination of a text 

blob and a predefined sentiment lexicon. 
 

Historical stock prices were also factored into the analysis, and a stacked LSTM 

model with two layers was used for prediction. The final model selected for 
forecasting was SVM, which predicted daily closing prices based on sentiment data 

and past stock trends (Venkata Malla Reddy, 2019).  

 
Sun’s research delved into the connection between stock price fluctuations and 

social media sentiment within the Chinese stock market. Data was gathered from 

multiple online sources, including web forums, chat rooms, and microblogs. The 
findings suggested that factors such as post length, user activity, and correlation 

with stock trends played a role in shaping this relationship (Sun et al., 2017). 

Another study focused on sentiment analysis of Twitter data, revealing that a 

support vector classifier-based model demonstrated a stronger correlation between 
market trends and tweet sentiment compared to the Naive Bayes classifier (Li et al., 

2018). Meanwhile, Kim et al. utilized a unique dataset from the Korean market, 

applying the Fama-MacBeth regression model to investigate how investor emotions 
and trading behavior—both individually and collectively—impacted stock returns 

(Kim et al., 2019). 

 
2.3 Deep learning for stock market prediction 

 

Traditionally, financial analysts were the go-to experts for stock market predictions. 
However, with the rise of advanced learning techniques, data scientists have 

stepped in to tackle the challenges of stock price forecasting. In recent years, 

computer scientists have leveraged machine learning to improve both the accuracy 

and efficiency of predictive models. As research in this area has progressed, deep 
learning has emerged as a powerful tool for refining stock market predictions 

(Deepshi Garg et al., 2023). To forecast stock prices from the NSE and NYSE, 

Hiransha explored the effectiveness of four deep learning models: multilayer 
perceptron (MLP), recurrent neural networks (RNN), long short-term memory 

(LSTM), and convolutional neural networks (CNN). Their findings revealed that deep 

learning models, assessed using the mean absolute percentage error (MAPE), 
performed better than traditional linear models like ARIMA when applied to 

univariate time series data. Among the tested deep learning approaches, CNN 

exhibited the highest accuracy, reinforcing the potential of deep learning in stock 

price forecasting (Hiransha et al., 2018). 
 

In another study, Zou introduced an innovative generative model that combined 

both textual and numerical price signals for stock market predictions. The research 
demonstrated the viability of deep generative models by implementing a neural 

network architecture called StockNet, designed to address stock price forecasting 

challenges (Zou et al., 2022). Additionally, a separate study focused on LSTM 
networks for financial time series forecasting, emphasizing their ability to identify 

intricate dependencies within stock price data, ultimately enhancing prediction 

accuracy. The integration of sentiment analysis with deep learning has also gained 
traction, with research by Hiransha demonstrating that incorporating financial 

news sentiment into deep learning models led to improved stock price predictions 

(Hiransha et al., 2018). 
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Further research by Chong assessed the effectiveness of deep learning algorithms 

for stock market forecasting, with results showing a notable improvement in 

prediction accuracy. The study suggested that deep neural networks could extract 
more insights compared to autoregressive models (Chong et al., 2017). Similarly, 

long investigated a deep neural network model that utilized transaction records and 

open market data to analyze price fluctuations. Experimental results indicated that 
bidirectional LSTM outperformed other predictive models in forecasting stock 

prices, proving to be a reliable tool for financial decision-making (Long et al., 2020). 

Nemes and Kiss explored the role of Natural Language Processing and sentiment 
classification, using recurrent neural networks to analyze Twitter data, including 

comments, hashtags, posts, and tweets related to trending topics during the 

pandemic (Nemes and Kiss, 2020). In another study, Gangopadhyay and Majumder 
examined how news reports influence stock market closing prices. Their research 

evaluated various classification techniques that combined statistical approaches 

with deep learning, leveraging both price data and textual content to predict stock 

price movements effectively (Gangopadhyay and Majumder, 2023). 
 

3. Research Objective  

 
The objective of this study is to build a strong and accurate deep learning model to 

predict NIFTY50 index movements by combining the multiple social media 

sentiments with NIFTY50 market positions. To address the research gap from 
existing literature, which mostly relied on the single social media platform for 

sentiment-based stock predictions, often leading to inaccuracy. By exploring how 

the investor decision is influenced by the sentiments of multiple social media 
platforms. ultimately it seeks to add value to existing knowledge while offering 

investors a data-driven method for making informed decisions based on stock 

market trends. 

 
4. Research Methodology 

This section discusses the data collection, cleaning, pre-processing, preparation, 

and model paradigm. 
 

4.1.  Data collection 

 
Data for the proposed study was extracted from Yahoo finance and four social 

media platforms, including Twitter, StockTwits, Facebook, and Youtube.  This data 

collection spanned a period of four years, starting from 2018 and continuing 
through 2021. These platforms were chosen as they regularly generate a multitude 

of daily feeds related to Nifty50 by various market experts. Therefore, the feeds have 

been aggregated and aligned day-wise, corresponding to the market return date for 

the sentiment score calculation. The daily returns based on the closing price of the 
Nifty50 were taken as the dependent variable to observe the trends (positive or 

negative) corresponding to derived sentiments from social media platforms and 

other measures of Nifty50, including open, high, low, adj. close, and volume as the 
independent variables. The feeds from well-known domain influencers were 

analyzed based on their participative leadership numbers, average posting 

frequency, viewing frequency, and the number of subscribers in the financial 
market. These are the most trustworthy profiles that provide investors instant and 
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reliable news. Moreover, they present helpful insights about the stock market, 

business, and economy to viewers effectively and efficiently.  
 

A total of 8448 relevant feeds about Nifty50 have been collected from eight 

recognized users in the financial market using the Twitter API. The StockTwits is 
another platform where a leading community of investors, traders, and market 

participants exchange ideas and opinions. In the year 2013, it had more than 

230000 active members; by 2020, the number increased to three million; by 2021, 
the homepage dashboard reflected five million users. The StockTwits data was 

gathered using the Octoparse web scrapping tool, which is a modern visual web 

data extraction tool. A total of 8,994 StockTwits feeds have been collected over the 
four years using relevant tickers in a message, particularly Nifty50. 

 

The Facebook data was gathered via the publicly accessible application Facepager, 

which enables collecting Facebook status updates, metadata, and engagement 
metrics from any public page. The Facebook pages selected for comment scrapping 

are dynamic regarding stock-related news and provide services that target investors 

and readers of business news who are highly engaged in their investments, 
particularly CEOs, Equity Analysts, Brokers, Investment Experts, Fund Managers, 

and retail investors. A total of 5279 posts have been extracted from this platform 

over four years.  
 

Since its establishment in 2005, YouTube, the widely used video-sharing platform, 

has undergone substantial enhancements. It is now an excellent resource for 
individuals interested in investment-related topics. Investors can explore a wide 

range of channels that provide valuable investment information. Furthermore, fund 

companies utilize these channels to communicate their investment strategies and 

options, while renowned value investors share their insights, introducing their 
philosophies and methodologies. We compiled 240 video scripts corresponding to 

the given duration from expert market analysts. 

 
4.2.  Data cleaning and pre-processing 

 

The text data collected from various sources were cleaned and pre-processed 
through natural language processing using Python libraries such as Pandas, 

Numpy, NLTK, and Regex to exclude the noises, including special characters, 

lowercasing, stopwords, symbols, spaces, punctuations, HTML/XML tags, 
stemming and lemmatization. The sentiments were attained from the cleaned text 

data through subjectivity and polarity scores using a hybrid and combination of 

rule-based and corpus-based classification methods (Liu, B., 2012). The 

subjectivity score in the range of [0, 1] represents the degree to which a text 
expresses an opinion. The polarity score measures the positivity, negativity, or 

neutrality of the opinion within the range of [-1, 1]. The attained sentiments have 

been assigned numeric values, as shown in Table 1.  
 

Figure 1 displays illustrates the frequency distribution of input and output 

features using histograms. The X-axis represents the scores for various factors, 
including open, high, low, adjusted close, trade volume, subjectivity score, polarity 

score, sentiment value, and Nifty50 trends. Meanwhile, the Y-axis indicates the 

count of samples within each category. 
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Table 1: Sentiments associated with the polarity score values 

 

Polarity Score Sentiment Sentiment Value 

[-1, 0) Negative -1 

[0] Neutral 0 

(0, 1] Positive 1 

 

 
Figure 1: Frequency distribution of input and output features. 

 
4.3 Data preparation 

 

A total of 20930 samples have been accumulated to form a (20930, 9) matrix 
consisting of open, high, low, adjusted close, trade volume, subjectivity score, 

polarity score, sentiment value as input features, and Nifty50 returns value as the 

output feature for the deep-structured classifier. The (20930, 8) input features have 
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been scaled using the z-score normalization, which is mathematically expressed 

using Equation 1: 

𝐼𝑠 = (𝐼𝑎 − 𝜇) ∕ 𝜒         (1) 
 

Where Ia and Is represent the actual and scaled data, the terms μ and χ signify the 

mean and standard deviation of the samples. 
The scaled dataset has been split into 80% train set, 10% validation set, and 10% 

test set. At last, the scaled data was further reshaped as (BS, 8, 1) to make it a 

suitable input to the LSTM layer. The output labels include two categories denoted 

as “0” for negative and “1” for the positive trend of the Nifty50 stock. 
 

4.4  Model paradigm 

 
The proposed framework follows a structured flow, where input data along with 

their corresponding output labels are processed through a predictive model. This 

model is built using a sequentially stacked architecture consisting of two Long 
Short-Term Memory (LSTM) layers followed by two Deep Neural Network (DNN) 

layers. A total of 20,930 pre-processed and labeled samples are fed into the first 

LSTM layer in batches of 64 samples. LSTMs, a specialized form of Recurrent Neural 
Networks (RNNs), are designed to efficiently handle sequential data. Unlike 

standard RNNs, LSTMs incorporate memory cells that retain important information 

over time. These memory cells are regulated by gates, which manage the flow of 

information—determining what to store, update, or discard. This gated mechanism 
enables LSTMs to capture long-term dependencies, making them particularly 

useful for processing sequential patterns in data (Pandey et al., 2022). 

 
An LSTM memory cell, represented in Figure 2 manipulates, and retains the 

information through the gates, including forget, input, and output. The input gate 

controls the flow of information into the memory cell, the forget gate controls which 
information is to be discarded, and the output gate decides the flow of information 

out of the memory cell. The first LSTM layer with 64 memory units takes the input 

features in reverse order and returns the output shape (BS, 8, 64). The second 
LSTM layer with 32 units has been assigned with dropout and recurrent dropout 

of 20%. This helped to prevent the LSTM layer from becoming too dependent on 

any specific input, recurrent connection, or output, which can lead to overfitting. 
The LSTM layer shown in figure 2 is followed by a rectified linear unit (ReLU) 

activated DNN layer with 32 neurons, which accept the input and returns the 

output of shape (BS, 32). The DNN layer creates dense connections between the 

input and output layers, allowing the network to learn complex representations 
from the data (Pandey et al., 2023). Finally, the second DNN layer has a single 

neuron and sigmoid activation, which generates the final prediction output. 

 
5. Results and Discussion 

 

The developed sequential model’s parameters are learned from the train samples, 
and the validation set tuned the adjustable hyperparameters. The test set has been 

utilized to assess the generalization ability of the trained model. The model has 

been trained for 200 iterations. Figure 3 illustrates the use of Binary Cross-Entropy 

(BCE) loss, accuracy, and the number of training epochs as key metrics for 
monitoring the training progress and assessing the model's performance. These 
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metrics are crucial in evaluating how well the model is learning and making 

predictions during the training process. The binary cross-entropy (BCE) and 

accuracy have been utilized as the loss and metric functions.  
 

𝐵𝐶𝐸 = (−1/𝑁) × ∑ [𝑍𝑗 × 𝑙𝑜𝑔(𝑍̂𝑗) + (1 − 𝑍𝑗) × 𝑙𝑜𝑔(1 − 𝑍̂𝑗)]𝑁
𝑖=1     (2) 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦(%) = 100 ×
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑟𝑢𝑒 𝑑𝑒𝑡𝑒𝑐𝑡𝑖𝑜𝑛𝑠

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑜𝑡𝑎𝑙 𝑑𝑒𝑡𝑒𝑐𝑡𝑖𝑜𝑛𝑠
      (3) 

 

where N represents the number of cases; 𝑍𝑖 and 𝑍̂𝑖 are the jth target and predicted 
values. 

 

The BCE decreased gradually and became constant at values of 0.045 and 0.039 
for training and validation data. The accuracy of 98.21 % and 98.61 % have been 

observed for the train and validation sets. The performance of the trained model 

has been investigated using the validation and test set. The confusion matrix shown 
in Figure 4 reports the predictions of the negative labelled as 0, and the positive 

labelled as 1, samples.  

 

To address the class imbalance issue between the number of samples with positive 
and negative trends, additional statistical measures, including accuracy, recall, 

precision, F1-score, and receiver operating characteristic-area under curve (ROC-

AUC) score (Pandey, Mandal and Kumar, 2021), were employed to assess the 
reliability of the developed model. Figure 5 displays error bars, which signify the 

level of uncertainty associated with the metric values at a 95% confidence level. 

This indicates a 95% probability that the predicted value falls within the specified 
range. The significantly high scores for these measures suggest that the model is 

robust for Nifty50 trend predictions. In addition, it has been observed that using 

the sentiment scores along with the market positions can provide enhanced 
insights into market behaviour and provide highly reliable index returns. 
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Figure 2: Schematic representation of memory cells in the LSTM layer 

 

 
Figure 3: Sequential model performance over train and validation set data 
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(a) 

 
(b) 

Figure 4: Confusion matrix indicating predictions for (a) validation set (Correct 

predictions: 2064/2093) and (b) test set (Correct predictions: 2059/2093) 
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Figure 5: Error bars of the statistical measures at 95% confidence interval 

 
6. Implications 

 

This study has significant implications for various stakeholders in financial and 
technological sectors. Investors and traders, both retail and institutional, can 

utilize the developed model to make more informed investment decisions by 

incorporating social media sentiment analysis alongside traditional market 
indicators. Financial analysts and market researchers can leverage its predictive 

capabilities to identify trends and improve forecasting strategies, while algorithmic 

trading firms can enhance their automated systems by integrating sentiment- 
driven insights. Hedge funds and portfolio managers can use the model for better 

risk assessment and portfolio optimization. Additionally, stock market regulators 

and policymakers may find value in understanding how social media sentiment 

influences market movements, helping them to design policies to mitigate 
misinformation risks. FinTech companies developing AI-based trading platforms 

can adopt similar models to offer advanced predictive tools to their users. Moreover, 

businesses and corporations listed in stock markets monitor sentiment trends to 
gauge public perception and strategize accordingly. 

 

7. Scope of the study 
 

This research focuses on the Nifty50 index, which includes the top 50 companies 

listed on India’s National Stock Exchange (NSE). However, the approach can be 
adapted for sector-specific indices or other global stock markets to test its broader 

applicability. Future studies can expand by incorporating additional 

macroeconomic factors, financial news, geopolitical events, and market volatility 
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indices to improve stock market prediction models. Researchers can also explore 

methods for detecting and reducing sentiment manipulation in financial markets. 

This could involve developing fake news detection algorithms or using explainable 
AI (XAI) techniques to ensure transparency in predictions. Beyond textual 

sentiment analysis, future research can investigate image-based sentiment 

analysis, video content analysis, and voice sentiment recognition from news 
broadcasts and investor speeches. These approaches could provide deeper insights 

into market sentiment and investor behavior. 

 
8. Conclusion  

 

The use of social media as a source of information and sentiment analysis has been 
growing in popularity, especially in the stock market. This is because investors and 

traders alike have found that social media sentiment can serve as a valuable 

indicator of market sentiment and future market trends. Factors like company 

financials, industry trends, and macroeconomic indicators, should also be 
considered along with social media sentiment while making investment decisions. 

This study focused on the Nifty50 index between the sample period of 2018 to 2021 

and sentiments from an investor perspective because investors are primarily active 
on such platforms. A robust, high-performance deep learning model has been 

developed to predict the Nifty50 index movement using social media sentiments 

and Nifty50 market positions. The proposed model consisted of LSTM and DCNN 
networks whose hyperparameters have been carefully tuned, and more than 98% 

prediction accuracies have been achieved. We find that the hybrid approach 

combining the market positions with social media sentiments yielded an improved 
prediction performance. The proposed model is robust and dependable to forecast 

NIFTY50 returns. In future work, we intend to investigate the performance of the 

proposed model to examine the returns of the sector-specific market indices. 
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